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Chapter 1

Introduction

1.1 Motivation

We operate in times of constant digital transformation. Habits, ways of performing

tasks and general human functioning are gradually enriched with many helpful digital

tools. The low cost of electronics production, its constant minimisation, increasing the

energy ergonomics of electronic devices, and �nally, customers' growing needs and ex-

pectations make the digital transformation accelerate exponentially and become com-

monplace. It is not easy to imagine today's world without digital devices. What was

impossible ten years ago is now available. The post-Covid-19 world and ubiquitous

'remote' functioning accelerated these processes of digitisation of societies and individ-

uals. We are changing habits, ways of performing tasks and massively using personal

digital devices such as smartphones. A new phobia of lack of access to a smartphone

- nomophobia has already been identi�ed by researchers Bianchi and Phillips (2005)

and Yildirim and Correia (2015). It is a signi�cant sign of ongoing digitisation and its

impact on human lives. This kind of technological anxiety is tangible evidence of the

revolutionary and even evolutionary changes that continue to happen nowadays.

However, despite the universality in using devices themselves, in the case of ad-

vanced digital services (e.g. smart home or virtual assistant/agent) there are still bar-

riers related to the fear of arti�cial intelligence (AI), both in the physical (robot) and

purely virtual (application, program, virtual entity, avatar). In the context of the on-

going digital transformation, traces of users' digital activity are more and more used

to collect information about the client, pro�ling and classifying (Kosinski et al., 2012;
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Kosinski et al., 2013). Good determinants are sought to diversify the needs of users in

order to overcome these barriers actively. In today's world, old pro�ling methods are

failing. Years ago, in 1997, Philip Kotler proposed segmenting consumer markets ac-

cording to geographic, demographic, psychographic and behavioural variables. Psycho-

graphic segmentation of clients consisted of dividing them into groups based on lifestyle

and personality (Kotler and Turner, 1997). Such segmentation techniques based on the

selection of appropriate descriptors increased the effectiveness of marketing activities

(Wind, 1978).

Additionally, the variables used for segmentation should always be considered in

terms of their measurability, availability, reliability and the ability to discover the charac-

teristics of each customer segment. Therefore, companies producing various consumer

goods are looking for opportunities to introduce unique features to the marketing seg-

mentation of customers (Cody, 2012). Researchers have previously attempted to seg-

ment clients based on their personality (Becker and Connor, 1981) because they found

it valuable to recognise a deeper level of individual differences. They analysed the mar-

kets for various social, economic and personal characteristics. It turned out that clients

from the same group, with respect to their demographic characteristics, may show very

different psychographic pro�les (Kotler and Turner, 1997). This argues for the use of

psychography for segmentation.

Before that, however, the problem was to obtain a psychographic description on

a massive scale. Before the ubiquitous digitisation of behaviour and events in real-

time, psychography was implemented based on paper questionnaires. However, paper

psychometric tools have many limitations, such as time-consumption, effort required,

and factors that distort the results such as conscious or unconscious self-deception.

All of this can be considered a disadvantage when used on a large scale for research

and business purposes. Pro�ling based on readily available demographic characteristics

(such as gender, age, place of residence, education, economic status) is commonly used

when it is necessary to understand differences between groups. Pro�ling based on

demographic characteristics can be successfully used in health research and modelling

(Schäfer et al., 2012). However, when examining personal motives, fears, psychological

barriers and drivers, there is a need for more detailed descriptions of human nature.

Additionally, in modern Industry 4.0, a deeper level of personalisation is required.
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Nowadays, companies try to learn the requirements of unique individuals, not the re-

quirements of a typical user (Kowalski and Weresa, 2019; Trzcielínski, 2020). The possi-

bilities offered by the digital world in terms of analysing individual differences between

people are constantly growing. This is mainly due to the Big Data era and ubiquitous

collecting of the traces of digital activity, even if they are not currently required or used.

However, the collection of event logs relating to the history of service usage applied to

create the pro�les usually require a lot of time, and resources. Therefore, the �rst moti-

vation to write this dissertation is to look for good classi�ers of behaviour and customer

needs. Classi�ers that will be calculated automatically can be used from the �rst mo-

ment of using the service. An additional motivation is to verify the possibility of using

this knowledge to actively adjust the AI-based service to the user and his needs. With

the high availability of digital data and the constantly growing computing power of

the simplest devices, scientists have a much greater capacity than ever to study human

behaviour.

Moreover, digitisation allows the study of behavioral traces, not laboratory be-

haviour or behaviour declarations, as was the case with surveys and polls. Such an

environment has proven to be helpful for the rapid development of robotics. For the

telecommunications operator (and all digital interactive service providers), it is crucial

to lower the barriers related to the fear of new intelligent technologies based on arti�cial

intelligence (AI) solutions and the increasing use of more advanced virtual agents.

Thinking about the use of customer digital data became popularized for business

purposes as the Internet and social networking sites rapidly developed. Currently, the

main driving force is the more widespread implementation of arti�cial intelligence in

the construction of solutions for end-users and the continuous enrichment of the func-

tionality of mobile phones. As cell phones have become an integral part of modern

human life, they have access to more and more of our activities. Consequently, the

search for determinants of the differentiation of user needs is increasingly based on

data from smartphones. However, for �fteen years, the popularity of researching the

potential of digital footprint and enriching the client's description with more detailed

dimensions, such as personality, is observed. Ubiquitous digitisation has a rich research

potential both in the area of personality diagnostics and service pro�ling. Personality,

apart from socio-demographic characteristics and personal experiences that are dif�cult
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to verify, seems to be the essential element determining users' needs (this is con�rmed

also by the preliminary research for this dissertation - Appendix A).

There is also a need for faster and more individualised user classi�cation and pro-

�ling, not based on a long history of events in the account (which is not available in

the case of the new customer of the service), but based on a set of a small amount of

information available from the start of using the service. Classi�cations based on the

user's personality may even affect the shape of the service presented, like for example

graphical user interface (GUI) or even con�guration of service functionalities.

Since 2012, a signi�cant increase in interest in pro�ling based on digital data has

happened. Micha� Kosínski's research on Facebook and Twitter Kosinski et al. (2012),

and IBM Watson's algorithm widely known and even the Cambridge Analytica scandal

was not able to stop this trend (Hinds et al., 2020). However it can be seen that

personalisation algorithm is usually limited to data from the service and makes data

available only to the service. This limitation is primarily due to the legal provisions

on the protection of privacy. Open access to user data has fallen signi�cantly after

the Cambridge Analytica scandal. Deep machine learning techniques usually requires a

large amount of data to build an algorithm and are based mainly on user activity logs

from the service.

In November 2014, Amazon launched its �rst voice assistant, Alexa. The name is not

accidental. The hard consonant with 'x' helps to be recognised with greater precision

by Machine Learning (ML) speech recognition modules. The product became famous

worldwide. Even though, initially, it could only communicate in English and French.

According to Wikipedia sources1 in June 2015, it had about 1000 functionalities. By

2018, there were already 45,000, and in April 2019 there were over 90,000 functional-

ities available to users.

Nevertheless, despite many such functionalities, customers limit their use only to

those known from Google search engines, such as checking the weather, news or playing

music from Spotify. Adjusting this type of service is time-consuming and limited by the

cognitive abilities of users. In new, interactive and technologically advanced services

based on arti�cial intelligence, the risk of rejection and discontinuation Alexa appears

critical. Based on the Amazon Alexa experience, whose main purpose was to help buy

1source:(https://en.wikipedia.org/wiki/Amazon_Alexa)
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on Amazon, 90% used it only once and never repeated the experiment (Anand, 2009

(accessed August 30, 2019)). The main reason is that people very rarely go beyond

what they know. There is a risk that most of the service's 90,000 features will never be

detected in such a situation. Therefore, user categorisation and service pro�ling should

be performed as soon as possible after the service is installed. In this way, it will be

possible to adapt the service to the user from the beginning and offer functionalities

dedicated to him/her. Figure 1.1 shows a graph from the report Anand (2009 (accessed

August 30, 2019)) with the most commonly used Amazon Alexa features.

Analysing the example of Amazon again (Fig.1.1), it can be said that users limit the

service to basic functionalities known from personal experience. Because based only

on experience, it is dif�cult to discover unknown functionalities available on the site,

such as buying products. In this situation, usage history algorithms, as recommended,

are not suf�cient. According to the article, Amazon recognised that so few people buy

things via Alexa and it was a big challenge for the company. Furthermore, the indicated

direction of product development was to enrich it with mechanisms that diagnose and

look for features that distinguish individual customers.

It should be noted that recommendations based on the analysis of behaviour in

similar groups described by socio-demographic variables or based on segmentation will

not map unused functionalities of the service. Additionally, a user must use the service

to implement these practices. All these practices can be applied while using the services

and are useless in case of abandonment of the service, discouragement or boredom.

One possible solution is to have a basic user pro�le at the time of service installation

and personalise the service from the �rst use according to the user's pro�le needs.

So the main problem with advanced smart services is �nding a way to present the

most appropriate functionalities for the user to minimise the risk of service dissatis-

faction or rejection. It seems that a personality pro�le can be a helpful classi�er of

user needs when customising a service or application. Hence the direction of research

proposed in the dissertation.

After the Cambridge Analytic scandal, an additional incentive was protecting data

privacy in the personalisation process. Increasingly, the discussion of the use of digital

data raises ethical issues. New economic mechanisms are described that use observa-

tions from the operation of digital giants, whose power is based on the re-use of digital

7



Figure 1.1. The most popular question to smart speaker in group of super users (min.
3 times a day) and average service users. Source: (Anand, 2009 (accessed August 30,
2019)).

data, most often sensitive data. Zuboff (2019) described a new type of economic sys-

tem centred around the commodi�cation of personal data in her book and called it

surveillance capitalism.

The concept of generating pro�t from personal data to more accurately reach con-

sumers was created in the Google company, speci�cally in Google AdWords. According

to the author, earlier eras in industrial capitalism used nature and the environment, and

surveillance capitalism applies totalitarian mechanisms to human nature. Undeniably,

data collection can bene�t individuals in society and society through optimisations such

as smart cities. Using this data in the context of pro�t-making (advertising) and con-

stantly changing purchasing behaviour (recommendations) may threaten human free-

dom, autonomy and respect for privacy.

The bene�ts for society (security, smart cities, making life easier) do not always

exceed the costs for individuals. It is not easy to estimate how many users do not know

that they are paying for these bene�ts with their private data and the proportion of the

population that is subject to such data collection. In the preliminary qualitative research

conducted for this dissertation, some respondents rationalised their decisions regarding

the free sharing of their data on Google or Facebook. In 2016, CBOS conducted a

survey in which questions were asked about the acceptance of access to digital data by

state services such as the police or internal security services. 46% accepted this type of

control to some extent, 30% were against, and 24% did not have an opinion or were
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ambivalent (Feliksiak, 2016).

Additionally, acceptance decreased with age and increased with the frequency of In-

ternet use. The report of Amnesty International also drew attention to the problem of

threats related to the use of digital data (Amnesty_International, 2019). Their report

mentions speci�c platforms that collect data about users, such as Google and Facebook,

based on algorithmic systems that process vast amounts of data to in�uence users' inter-

net use. The Cambridge Analytica scandal showed how easy it is to use people's data in

unpredictable ways to manipulate and in�uence them (Isaak and Hanna, 2018; Tufekci,

2018). The very existence of mechanisms and logic of action, called computational

governance (one of the mechanism of surveillance capitalism), undermines human self-

determination's psychological and political foundations (Amnesty_International, 2019).

There is even the term 'informational self-determination', meaning the individual's right

to decide when and at what restrictions, information about their private life should be

passed on to others (Quinn, 2021). Legal regulations do not keep up with companies'

ingenuity in obtaining, using and reselling data about users of electronic services. Most

of these mechanisms are incomprehensible to an average digital service user.

In addition, voluntary consent to using behaviourally automated data as a neces-

sary element of any electronic service no longer constitutes grounds for concluding that

people knowingly make choices about sharing their data. Therefore, one of the rea-

sons for conducting this study was to check the possibility of personalising the service

while maintaining complete con�dentiality of data and the pro�le itself. Personalisa-

tion can bene�t the user and help him compensate for some personal imperfections and

de�ciencies, which does not necessarily mean losing user privacy.

To sum up, the proposed research was based on: both the desire to �nd classi�ers

of behaviours better differentiating human behaviour and motivations, and the wish to

check the possibilities for their automatic detection from digital data. Such a process

should be carried out with complete protection of privacy. Thus, both the data and the

knowledge about the user, i.e. the pro�le, would remain private information accessible

only to the service user, and not transmitted outside the terminal device.

An additional aim of the study was to check the possibility of using the knowledge

about the user thus created for the automatic personalisation of the service. Under

the assumption of complete privacy protection, this would mean that the mechanism
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for customising the service itself would have to be embedded in the service itself and

would have to be fully automated.

1.2 Goal and Research Questions

The above motivations lead to the formulation of the following research questions.:

• (RQ.1) Is it possible to create an automatic method for determining the user's

personality based on the mobile phone data available at the time of the application

installation?

• (RQ.2) Is it possible to create an automatic personalisation with full privacy of

users data (without the necessity of sharing data with the supplier)

• (RQ.3) Is it possible to use an automatic personality detecting method for person-

alising electronic services?

The primary objective of this doctoral dissertation is to develop novel, effective and

accurate methods of assessing user's needs de�ned by the personality pro�le, that is,

automatically indicated and, based on the data available from the moment of the service

installation without the delay connected with collecting user's data log. The speci�c

objectives of the work are:

(O.1) to develop the method for determining user's personality based on the lim-

ited amount of data available in the moment of service installation.

(O.2) to implement the created method (O.1) into a mobile application

(O.3) to assess the applied classi�er of users needs by means of an experiment

based on laboratory measurement or measurement on a test group

Thesis

Automatic identi�cation of the user's personality pro�le, based on the data available

during the installation of the electronic service, can be used as a classi�er facilitating the

personalisation of this service. The thesis is veri�ed on an example of a class of electronic

services; an application installed on smartphones.
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1.3 Research Methodology

1.3.1 Design Science Research

The overall methodology applied within the research is Design Science based on the

principles and framework proposed by A. Hevner and Chateerjee (2012). The main

goal of the research in the �eld of design science is to gain knowledge. This knowl-

edge is used by specialists in a given �eld to develop solutions to problems. The main

paradigm proposed by Hevner is to gain knowledge and understanding of the problem

domain by building and evaluating artefacts. During the research process, a designed

artefact is evaluated through the practical application (A. Hevner and Chatterjee, 2010;

A. R. Hevner et al., 2004). This methodology was chosen due to the cognitive and

exploratory character of research on personality determination as well as the different

nature of the goal that is evaluation of the quality of the artefact and not the determi-

nation of cause-effect relationships. Characterisation of the de�ned research problem

Figure 1.2. Applied Methodology Research Framework (DSR). Source: Hevner, March,
Park and Ram (2004)

concerning developing the personality model and personalisation method, meets most
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of the criteria for research into design experiments (Mettler et al., 2014). These criteria

are:

• Controlled testing to assess the quality of the artefact (usability)

• A large number of tested factors and the impossibility of separating them under

experimental conditions

• Multiple parallel interactions occurring simultaneously

• Inability to completely eliminate foreign variables - reduction occurs only by sim-

plifying the design (reducing alternative manipulations)

• No standard quality criteria available (should be developed experimentally)

While building a data-based personality model, the researcher operates on dif�cult ex-

perimental conditions such as human nature (personality). The applied methodology

treats research as a complex activity based on two essential components: the envi-

ronment and the knowledge base (see Fig. 1.2). The analysis of the environment is

necessary to con�rm the validity of the research (meeting the business need and pos-

sible application in business practice). This analysis may be based on an analysis of

resources, organisation, and technology. The knowledge base analysis is based on a

review of existing approaches described in the literature and in�uences the selection of

appropriate research tools. The research must make a clearly identi�ed contribution to

the knowledge base.

1.3.2 Steps of the Research

Based on the chosen Design Science framework, the research presented in this disserta-

tion consists of the following steps presented in Fig. 1.3

1. The �rst step was to identify and de�ne existing problems in electronic service

customisation and personalisation market practice. The de�nition and justi�cation of

a speci�c research problem were done by analysing the gap existing in the service per-

sonalisation area. The report from this step is described in Chapters 2 and 3.

2. After the gap de�nition, a literature review was conducted to search for the

possible existing solutions with a detailed analysis of available data. Details of the

procedure and process of the literature review are presented in Section 1.3.3.

3. Next, the primary hypothesis about designing the required solution was pre-
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Figure 1.3. Research Steps de�ned according Design Science Research

(Source: own work)

evaluated in qualitative pre-research conducted on a small sample of Customers - this

stage is fully described in Appendix A and synthesised and concluded in Section 3.3.

4. The de�nition of objectives for creating artefacts is speci�ed based on state of the

art, knowledge of the current solution, and analysis of business and customer needs.

The results of this step are presented in Section 1.2.

5. The design and development of artefacts is preceded by a preparatory stage

connected with preparing the environment for conducting development and evaluation

step. Because of the procedural requirements at this stage, standard psychometric pro-

cedure was conducted to create psychometric tools (Appendix B); it is summarised and

discussed in Section 3.4. As the research is based on the data created by customers

via mobile phone usage - there was also the need for developing a mobile app for data

collecting (Appendix C) and summary of this research part in Section 3.5.1 The data

set used for the leading research is presented in Section 3.5.2 with the connection to

the list of raw data in Appendix D. The sixth research step is data collecting, described

in Section 3.5.2. and Appendix C. The procedure of data cleaning and pre-processing

is described in Section 3.5.2, and it is the seventh research step. Then, the appropriate

stage for creating artefacts is developed, and this is reported in Chapter 4. The assign-
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ment of individual research steps to the stages of the Design Science Cycles is illustrated

in Chapter 3.2 and visualised in the diagram 3.1.

6. Finally, the demonstration and evaluation of artefacts was the last ninth step of

this research, described in Chapter 5.

7. Communication of the research results and dissemination of the problem, its im-

portance, utility and novelty was executed by publications and participation in domain

conferences:

• Data-Based User's Personality in Personalising Smart Services (Krzeminska, 2019)

• Personalizing Smart Services Based on Data-Driven Personality of User

(Krzeminska, 2020)

• Personality-based Lexical Differences in Services Adaptation Process (Krzeminska

and Rzeznik, 2021)

• Personality Based Data-driven Personalisation as an Integral Part of the Mobile

Application (Krzemi ńska and Szmydt, 2021)

The research has been conducted in three Design Science Research Cycles (1.4. The

research started with the Relevance Cycle that de�nes links between the application

domain (Environment) with the research, followed by the Rigor Cycle (between Knowl-

edge Base and Research) and the Design and Evaluate Cycle connected with artefact

creation. The Relevance cycle is an iterative process of de�ning the research problem

based on the systematic literature review. At this stage, the researcher formulates re-

quirements for the de�ned artefact and the criteria for the results' evaluation. This

phase was carried out by reviewing existing solutions in personality modelling based

on data, service personalisation techniques and survey among customers (Section 3.3).

The Rigor Cycle is dedicated to investigating the level of innovation in the designed so-

lution. The main goal of activities in this phase is veri�cation regarding the supplemen-

tation of the existing knowledge base in any improvements, extensions or completely

new artefacts obtained during the research. For this dissertation, the Cycle involved

analysing the existing knowledge base, including scienti�c theories and methods and

existing artefacts found in related �elds: management, psychology, and data science.
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Figure 1.4. Research Cycles de�ned according Design Science in context of the disser-
tation.

(Source: own work)

1.3.3 Literature Review Process

Both the Relevance Cycle and the Rigor Cycle required a review of the existing knowl-

edge base. The study covered a wide range of topics because the dissertation concerns

the application of psychological knowledge about the behavioural motivations of people

in the sphere of personalisation of services, i.e. in the area of business management.

Therefore, the literature review covered extensive concepts such as personality theories,

personalisation of services and the use of data science and digital traces for personality

prediction, as well as the user's right to privacy. The systematic literature review was

conducted based on the method proposed by Levy and J. Ellis (2006) and Okoli (2015).

In general, this approach consists of three stages of the literature review process: input

searching, processing of search results and output creating a list of relevant researches.

Input searching is based on keyword search and backward search from references of

highly relevant articles.

Then, the literature search was carried out in the following databases: Google

Scholar, SpringerLink, IEEE Database, Research Gate, Academia Edu, Science Direct and

Mendeley Search. A systematic review made it possible to develop a research concept

for a de�ned problem. The keywords were constructed as follows. The primary keys

used for the search were:
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• 'determining personality based on (digital) data'

• 'personalisation of services based on the user's personality'

• 'user's pro�ling based on data'

• 'customer-oriented services'

• 'mobile app personalisation'

• 'personality as a base of human-robot interaction'

The search was repeated many times, with the simultaneous replacement of words with

semantic synonyms, or British and American spelling:

• 'personalisation' interchangeably with 'pro�ling', 'personalisation', 'modeling',

'customisation', 'adapting'

• 'user' interchangeable with 'customer'

• 'personality' interchangeably with 'personality pro�le', 'temperament' and 'Big 5'

• 'data' interchangeable with 'digital data', 'digital traces', 'usage history', 'logs'

The commonness of the words pro�ling in combination with data, personalisation of

services, personality and Big 5 turned out to be a problematic issue returning too many

irrelevant articles. Therefore, the limitation to the results (publications, articles) after

2000 was applied. This decision results from the fact that only after 2000 (and even

after 2004) digital data began to be used to source information about the user. The most

effective was the review of references in publications already classi�ed as relevant.

Table 1.1 shows, for example, the number of articles found only by the Google

Scholar search engine for the set of words and the entire phrase. Search results from

other search engines gave lower search results and probably matched those from the

Google Scholar search engine.

Ultimately, based on the analysis of titles and abstracts, 310 articles related to the

searched keywords were quali�ed for the literature review. Of these, 230 were associ-

ated with personalising services, 69 with personalisation, 49 with personality prediction

(variously de�ned), 19 with machine learning methods used for predictive modelling.

Additional bibliographic entries were searched for work-related topics such asmanage-

ment, delay strategy, and privacy protection. Finally, the bibliography for this dissertation

contained 574 items. The entire collection (574 bibliographic items) was additionally

analysed in terms of the relationship between the topics and the evolution of concepts
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